
samples. The percent recovery, R, for each analyte
in a LCS is calculated from the equation:

where Cm is the measured analyte concentration
and Cs is the “known” or “theoretical” spike con-
centration; for example, from some certified ref-
erence standard. For brevity, the percent recovery
for an analyte in a LCS will be referred to as the
“LCS recovery” or as the “recovery.” The spike
concentration for a LCS is typically near the mid-
calibration range. For an ideal test method, R is
100%.

Control and warning limits for LCS recover-
ies are often obtained from “X-bar” or “mean”
control charts when at least 20 or 30 data points
have been collected. Given a set of n LCS recov-
eries, {Ri | i = 1, 2, . . . n}, the upper and lower
control limits are typically set at three standard
deviations above and below the mean percent
recovery, respectively:

UCL =  R+ 3 sR , LCL = R - 3 sR

where R and sR are the mean and standard devia-
tion for a set of LCS percent recoveries:

n
∑ R

I
i = 1

R = , sR = ∑ (Ri – R)2 / (n – 1)
n

Similarly, upper and lower warning limits are
set at plus and minus two standard deviations from
the mean percent recovery, respectively:

UWL = R + 2 sR , LWL = R + 2 sR

If the LCS recoveries are normally distributed,
then the probability that a recovery will fall be-
tween the upper and lower control limits is 99%,
and the probability that a recovery will fall be-
tween the upper and lower warning limits is 95%.
(More accurately, about 99.7% of the area of a
normal curve is within three standard deviations

Estimation of Laboratory
Analytical Uncertainty
Using Laboratory Control Samples
By Thomas Georgian, Ph.D.

nternational Standardization OrganizationI(ISO) 17025, “General Requirements for the
Competence of Testing and Calibration Labora-
tories,” requires testing laboratories to “apply pro-
cedures for estimating uncertainties of measure-
ment.” In instances in which a rigorous assess-
ment of measurement error is not possible, test-
ing laboratories are directed to “attempt to
identify all the components of uncertainty and
make the best possible estimation.” When report-
ing test results, laboratories are also required to
enclose “a statement on the estimated uncertainty
of measurement...when it is relevant to the valid-
ity or application of the test results.”

Unfortunately, there appears to be little or no
guidance on how to estimate measurement un-
certainty in an environmental production labo-
ratory setting. A large number of replicates are
typically required to adequately characterize un-
certainty. However, it would probably be imprac-
tical for environmental testing laboratories to
assess uncertainty by performing replicate analy-
ses for each environmental sample, for example,
because of higher production costs. Duplicates
(e.g., matrix spike duplicates) are usually analyzed
on a per batch basis at only a 5% frequency, and
typically provide only a qualitative assessment
of measurement uncertainty. A simple procedure
for estimating laboratory measurement uncer-
tainty from laboratory control samples (LCSs) is
proposed.

PROPOSED APPROACH FOR
ESTIMATING UNCERTAINTY

LCSs are routinely analyzed with environmen-
tal samples to evaluate overall method perfor-
mance. The LCS is used to assess the ability of a
method to successfully recover the analytes of
interest from a homogeneous matrix of known
composition and typically consists of a “clean”
matrix-reagent water, Ottawa sand, or some other
purified material that is spiked with known con-
centrations of analytes. The LCS is typically pro-
cessed with a batch of 20 or fewer environmental
samples using the same preparatory and deter-
minative procedures for the environmental

A simple method
to estimate
laboratory
analytical error.

n
(i=1)

C
mR = x 100

C
5
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of the population mean and about 95.4%
of the area is within two standard devia-
tions of the mean). A recovery will fall
outside of the control range due to ran-
dom error or “chance variation” at a fre-
quency of less than 1%. Hence, the
method is viewed to be “in statistical con-
trol” when the LCS recovery falls within
three standard deviations of the mean and
no “abnormal” patterns are observed, such
as cyclic trends or six consecutive increas-
ing or decreasing recoveries.

If matrix interference and sample het-
erogeneity are not significant components
of the total measurement uncertainty, or
if an estimate of minimum measurement
uncertainty is desired, then laboratory
control sample data can be used to esti-
mate the uncertainty for sample test re-
sults. The mean LCS recovery provides a
measure of method bias and the standard
deviation, sR, provides a measure of
method precision (e.g., the variability that
arises because of random error). The stan-
dard deviation (or the laboratory’s warn-
ing and control limits) can be used to
calculate 95% or 99% confidence inter-
vals for sample test results. However, the
confidence intervals will also be depen-
dent upon whether or not significant
method bias exists. Hence, both biased
and unbiased test methods will be ad-
dressed.

It should be noted that, in theory,
matrix spike (MS) recovery data would
provide a more realistic estimate of mea-
surement uncertainty. However, in prac-
tice, environmental testing laboratories
rarely maintain matrix-specific statistical
control and warning limits. Laboratories
typically establish statistical limits by
method of analysis rather than by matrix.
For example, for the purposes of estab-
lishing MS control limits, groundwater,
drinking water, surface water and waste-
water analyzed by the same analytical
method are routinely considered to be a
single matrix, “water.” In addition, the
data used to calculate control limits for
matrix spikes might include recoveries
that have been impacted by significant
matrix interferences. These practices tend
give rise to inappropriately wide statisti-
cal limits. In order to establish MS con-
trol limits from MS recovery data, the
matrix of interest must be well-defined
and free of gross interferences. Otherwise,
this approach will not be viable.

In order to estimate analytical uncer-
tainty using LCS recovery data, the pres-
ence or absence of method bias must first
be established. If the recoveries are nor-
mally distributed, a two-sided significance
test using the t-distribution can be per-

formed to determine whether or not R is
statistically different from 100%:

R = 100%: | R - 100| / sR ≤ t

R ≠ 100%: | R - 100| / sR > t

The symbol t represents the critical
value of the Student’s t-distribution,
tn-1, α/2, for n - 1 degrees of freedom and
the (1 - α) 100% confidence level. If n is
large (e.g., there are at least 20 or 30 data
points), then t will be approximately equal
to two and three for the 95% and 99%
levels of confidence, respectively. The
term sR in the denominator is the stan-
dard deviation of the mean recovery.

sR 
= s

R 
/ n

The “null hypothesis” that R is not sig-
nificantly different from 100% is accepted
if the first inequality is true; the “alterna-
tive hypothesis” that R is significantly
different from 100% is accepted if the
second inequality is true.

Assume that there is a known bias for
an analytical method; in other words, the
percent recovery for the LCS is statisti-
cally different from 100%. A measured
result, c, for an environmental sample
may be corrected for bias by dividing the
result by the fraction of analyte recovered
in one or more laboratory control
samples:

Bias corrected result = c / r̂

where

r̂ = R/100 or R/100

R is the mean LCS recovery and R is a
LCS recovery associated with the environ-
mental sample (e.g., the recovery for the
LCS processed with the environmental
sample). However, it should be noted that
correction for bias using the mean LCS
recovery rather a single recovery gener-
ally results in a more reliable estimate.
This is especially true when extremely low
bias (e.g., R < 10%) or high method vari-
ability exists (i.e., when precision is poor).
Under these circumstances, it is recom-
mended that bias correction be performed
using the mean LCS recovery.

In accordance with ISO terminology
for reporting uncertainty, assume that
some “measurand” Y (i.e., the quantity
being measured), is a function of N inde-
pendent parameters X1

, X
2
, . . .X

N
: 1

Y = ƒ(X1, X2, . . . , XN)

An estimate y of the measurand (Y ) is
determined by substituting the “input
estimates” x1, x2, . . .xN for the values of

the N parameters, or “input quantities,”
X1, X2, . . . XN:

y = ƒ(x1, x2, . . ., xN)

The “combined standard uncertainty”
for y, uc 

(y), is multiplied by a factor k
p
,

called the “coverage factor,” so that the
interval

y ±  kp uc (y) (1)

has some specified high probability p,
called the “coverage probability” or “level
of confidence,” of containing the actual
value of the measurand. The product
k uc (y), which is often represented by the
symbol U, is called the “expanded uncer-
tainty.” The “combined standard uncer-
tainty” is determined from the “law of
propagation of uncertainty” or “uncer-
tainty propagation formula”: 2,3

u
c
 (y) = ∑ (∂ƒ / ∂x

i
)2 u(x

i
)2 (2)

Each partial derivative ∂ƒ/∂xi, called a
“sensitivity coefficient,” is equal to ∂ƒ/∂X
evaluated at Xi = xi. The “standard uncer-
tainties” u(xi) are the estimated standard
deviations (i.e., the square roots of the
estimated variances) for the “input esti-
mates.” Note that if the probability dis-
tribution for y is normal and the
uncertainty for uc (y) is negligible—in other
words, the estimated standard deviation
uc (y) is essentially equal to the actual  stan-
dard deviation for the population σy),
then the probability that the interval
y - k uc (y) to y + k uc (y) about the mea-
sured result y will contain the value of
the measurand Y (i.e., the population
mean µy) will be approximately 95% and
99% when k = 2 and k = 3, respectively.
Typically, a value of 2 is used for k.

Therefore, if we let

y = ƒ(c, r̂) = c / r̂

then it follows from Equation 1 that the
actual analyte concentration for the
sample will fall within the interval

c / r̂ ±  kp  u(c / r̂) (3)

at the level of confidence p. Assuming that
c and r̂ are independent, the combined
standard uncertainty may be determined
using the uncertainty propagation for-
mula (Equation 2):

u(c/r̂) =    [∂ƒ (c, ̂r)/∂ ̂r]2 u(r̂)2 + [∂ƒ (c, ̂r)/∂c]2 u(c)2

= (c/r̂)    (u(r̂) / r̂)2 + (u(c) / c)2 (4)

The quantity u(x)/x (e.g., x = c or r̂)
will be referred to as the “relative uncer-
tainty of x.”

N
(i=1)
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Since the fraction of recovered analyte is
related to the percent recovery by a con-
stant factor (i.e., 1/100):

u(r̂ / r̂) = u(r) / r

where r = R or R. The above equality and
substitution of Equation 4 into Equation
3 gives the following interval for the bias
corrected result:

(c / ̂r) [1 ±  k (u(r) / r)2 + (u(c) / c)2] (5)

For the purpose of conceptualization,
the term in the brackets (Equation 5) may
be viewed as a “precision term” that takes
random measurement error into account
and the factor 1/ r̂ may be viewed as a
“bias term” that takes systematic measure-
ment errors into account. The “precision
term” accounts for random measurement
uncertainty associated with the measured
sample concentration c and the calculated
percent recovery r. Note that if there were
no method bias, then a bias correction
would not be performed and would not
contribute to the total uncertainty for the
sample test result. Therefore, the standard
uncertainty u(r) for the recovery would
be set equal to zero and the recovery r̂
would be set equal to unity in Equation
5, giving the interval:

c [1 + k u(c)/c] = c ±  k u(c) (6)

A comparison of bracketed term in Equa-
tion 5 to that in Equation 6 indicates that
bias correction increases the uncertainty
interval for the test result.

If it is assumed that the relative uncer-
tainty is approximately constant over the
quantitative range of the analytical
method, then

u(c) / c ≈  u(R) / R = sR / R (7)

In addition, assume that when bias cor-
rection is performed using the mean re-
covery, the method is in statistical control,
so that

| R - R | ≤ 3 sR

This essentially means that the recovery
R (e.g., associated with a batch of samples)
is not significantly different than the
mean recovery R (i.e., R ≈ R). Therefore,
when r = R in Equation 5 (i.e., when bias
correction is performed using the mean
LCS recovery) and n is large, the follow-
ing approximation may be made using
Equation 7:

(u(c) / c)2 + (u(R) / R)2 ≈
(sR / R)2 + (sR / R)2 / n ≈ (sR / R)2 (8)

Using the above approximation, the

interval for the bias corrected result may
be approximated as follows:

c / (R/100) [1 ±  k sR /R] (9)

Note that in deriving Equation 9, it
was assumed that the LCS is in control
in order to substitute R for R. The assump-
tion that the relative uncertainty (standard
deviation) is constant will be valid for a
sample concentration c sufficiently near
the spiking concentration (Cs 

) for the LCS
and will be appropriate when the stan-
dard deviation is approximately a linear
(increasing) function of concentration.
Uncertainty is often approximately pro-
portional to analyte concentration for
measurements that are well above the
detection limit.4-6 The assumption that the
relative standard deviation is constant will
probably be reasonably accurate within
the calibration range of the method and
for analyte concentrations near the LCS
spiking concentration.

If r = R in Equation 5 (i.e., when bias
correction is performed using a single LCS
recovery value), it follows from Equation
7, that the interval for the bias corrected
result is approximately:

c/(R/100) [1 ±  k 2 sR / R ] (10)

Assuming a normal distribution for the
bias corrected result, k ≈ 2 and k ≈ 3 for
confidence levels of 95% and 99%, respec-
tively. Therefore, intervals for the bias
correct result can be estimated from the
statistical warning and control limits for
the LCS recoveries:

100 (c / R )  (1 ±  L / R ) (11A)

100 (c / R)  (1 ±  2 L / R ) (11B)

The symbol L represents the half width
of the warning range or control range,
respectively (e.g., determined from the
laboratory’s in-house control charts):

L99%  =  (UCL - LCL)/2  = 3 sR ,
L95%  =  (UWL - LWL)/2 = 2 sR

Equation 11B generally results in wider
intervals for bias corrected sample con-
centrations than Equation 11A because
the mean recovery constitutes a less un-
certain estimate for the bias correction
term than a single recovery. Equation 11A
is especially convenient to use because the
“precision term” (1 ±  L / R) and the bias
correction term (100/R) for the measured
sample concentration will be fixed for all
environmental samples analyzed by a test
method when the mean recovery is asso-
ciated with a fixed set of LCS warning or

control limits. When Equation 11B is
used, the “precision term” and bias cor-
rection will be constant for only the batch
of environmental samples that were pro-
cessed with the LCS possessing the recov-
ery of R.

When there is no method bias, the
interval for sample result may be esti-
mated from the LCS warning or control
limits from Equation 11B by setting the
mean recovery equal to 100%:

c (1 ±  L/100) (12)

It should be noted that Equations 10
and 11 are not applicable for concentra-
tions that are less than the method
quantitation limit (e.g., test results at or
near the method detection limit). The
estimates are derived from LCS spike con-
centrations that are well within the quan-
titative range of the method.

Furthermore, by definition, the quant-
itation limit is the lowest concentration
for which quantitatively reliable values
exist or are desired for sample test results.
Uncertainty is inherently large and is usu-
ally unknown for concentrations less than
the quantitation limits (e.g., the initial
calibration curve does not generally
model instrumental response to the
method detection limit). Therefore, it is
assumed that, at least with respect to the
approach being presented here, error in-
tervals (e.g., Equation 3) are not applicable
for concentrations below the method
quantitation limit.

Finally, it should be noted that both
Equations 10A and 10B were derived as-
suming nonzero recoveries. Since ex-
tremely low laboratory control sample
recoveries can result in wide confidence
intervals that may not be quantitatively
reliable, it is recommended that bias cor-
rection not be performed (especially when
using Equation 10B) unless the LCS per-
cent recovery is significantly greater than
zero.

Because low bias is probably more
common than high bias (e.g., for extract-
able organic analyses) and is more likely
to impact data quality, for the purposes
of illustration, assume that low method
bias exists and a nonzero mean recovery
is available to perform the bias correction.
For example, assume that the mean LCS
recovery is 50%, the LCS recovery asso-
ciated with the test results is in control,
the control limits are 20% to 80%, and
c = 10 parts per billion (ppb) for some
sample test result. Equation 13A may be
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used to construct an interval for the test
result:

100 (10 ppb/50) (1 ±  30/50) = 20 ±  12 ppb

In other words, for the reported value of
10 ppb, the actual concentration of the
analyte is estimated, at a 99% level of
confidence, to be between 8 ppb and 32
ppb. This estimate will be reasonably ac-
curate if the LCS control limits reflect
actual method performance (e.g., were
generated using a sufficient number of
data points), and method variability is not
strongly concentration dependent (i.e., for
concentrations equal to or greater than
the method quantitation limit). However,
if matrix effects and sample heterogene-
ity significantly contribute to the total
uncertainty, then the LCS warning and
control limits will provide only lower
bound estimates of the uncertainty. Nev-
ertheless, since environmental laborato-
ries typically maintain in-house control
chart limits for laboratory control
samples, this approach appears constitute
at least one possible cost-effective strat-
egy to comply with the ISO 17025 re-
quirement to “apply procedures for
estimating uncertainties of measurement.”

Furthermore, it is noted that the esti-
mation of uncertainty from LCS warn-
ing and control limits can also be used to
compare environmental test results with
project decision limits (e.g., cleanup goals
or risk-based action levels) and to help
qualify test results during data validation.
For example, when a low bias exists and
the primary objective of the remedial ef-
fort is to determine whether or not con-
tamination is above or below some
decision limit, then upper confidence lim-
its calculated from Equation 11A or Equa-
tion 11B could be compared with the
decision limit. In particular, assume that
the LCS recovery, R, for a batch of
samples falls outside the acceptance range
and low bias is indicated. The upper con-
fidence limit could be calculated for each
test result using Equation 11B and subse-
quently compared with the project deci-
sion limit. If the upper confidence limit
is less than the project decision limit, then
the test result could be qualified as esti-
mated with low bias (e.g., using the “J-
flag”) and it could be concluded that the
contamination is present at a concentra-
tion below the decision limit.

However, if the test result is less than
the decision limit but the upper confi-
dence limit is greater than the project

decision limit, then the test result does
not demonstrate that the analyte is present
at a concentration less than the decision
limit. Hence, it might be appropriate to
reject the test result because of the unac-
ceptable (low) LCS recovery (e.g., to
qualify the result with the “R flag”).

Finally, it should be noted that, in gen-
eral, bias correction is not currently an
accepted practice for the reporting of en-
vironmental test results. Batch QC
samples (e.g., matrix spike and LCS re-
coveries) are routinely reported with en-
vironmental test results but are typically
used to perform only a qualitative evalu-
ation of the data. For example, during data
validation, test results associated with a
low LCS recovery may be qualified as es-
timated. However, estimated or “J-quali-
fied” test results associated with an
unacceptable LCS would typically be
used, such as for human or ecological risk
assessments, without quantitative correc-
tions for bias. Therefore, when a low bias
exists, this approach will result in an un-
der estimation of contamination in a
study area. From a technical perspective,
failure to correct for bias does not appear
to be consistent with the ISO 17025 ob-
jective “to identify all the components of
uncertainty and make the best possible
estimation.” Both random and systematic
errors (e.g., bias) need to be taken into
account to establish the “best” estimate
for a test result.7

CONCLUSION
A simple, cost-effective strategy to es-

timate method uncertainty has been pre-
sented as a possible approach to help
comply with the ISO 17025 requirement
to “apply procedures for estimating un-
certainties of measurement.”  Confidence
limits for test results (equal to or greater
than the method quantitation limits) are
estimated using the statistical warning and
control limits environmental laboratories
routinely maintain for laboratory control
samples. Uncertainty is estimated in a
quantitative manner by taking both
method precision and bias into account.

The approach will be valid if the in-
house LCS warning and control limits
reflect actual method performance and
relative method error (e.g., as measured
by the relative standard deviation) is not
strongly concentration dependent. Fur-
thermore, since LCSs are typically “clean”
homogeneous matrices, in general, the
approach will provide only a minimum
estimate of method uncertainty for actual

environmental samples.
The proposed strategy can also be used

to support data assessment activities such
as data validation. In particular, the re-
sulting quantitative assessment of the
uncertainty could be used to help evalu-
ate the impact of unacceptable laboratory
control samples and to determine the as-
signment of data qualifiers for the associ-
ated sample test results.
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